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 The application of logical neural network for the user identification problem in the network database.
               I have chosen this topic because nowadays the major problem of information protection takes place. 

In my report the possibility of a logical neural network apparatus application for the user identification in the “client – server” system is investigated. Dynamically created user’s portrait is presented to the logical neural network (LNN). Then the same type of the portrait will be shown to the neural network for the future analysis.  The LNN defines similarities between standard portrait and the portrait of the user which must work at this time on the corresponding terminal.

Introduction 

The users’ identification is important for the interactive work with the network database, when a “client – server” system type is used. To meet the requirements, it is appropriate to use user’s characters, who is working at this time. These characters  allows us to evaluate beforehand known subjective of each user peculiarities. The user interference in this process must be minimized. Accurately entered password, login, key and other secret symbols are not enough.

Besides, the identification system must do regular updates of the user’s portrait. It ought to remember standards -  “portrait” of each user, who depends on each terminal, his stile, character, manner of disposable realize operations in controlling time-length. Maximum admitted digress between instant parameters and parameters “portrait”-standard gives as a result an alarm and require security action.

1. The associative thinking model in base of the user identification

Standard “portraits” are built personally for each user on base of testing. The basis of the portrait is a “handwriting” lay. The following peculiar user’s properties may complete “handwriting”:

· The speed of symbol enter from the keyboard;

· Length of pauses between symbol portions;

· Length of symbol portions;

· Frequency of key “delete” use;

· Frequency of specifically operations realization (addressing to mechanism of tables, formulas, pictures, insets, working in difference special systems etc.)
But only “handwriting” is not enough for user “portrait”. Some special signals and secret deals are proposed with the security service agreement, these signals must be done regularly according to given frequency of time points.
One can see that basic information for user characteristics includes elements of indefinite in admitted boundary. It soon deposes for reliability, according which parameters user “portrait” are determining. In this case the system of decision-making for user identical must be based on associative thinking model, this mean the realization of an artificial intellect.
Server (or special controlling processor) with high level priority must solve basic tasks of control access to database, which connected with parole system. On this level is treatment determinably, exactly given information, no accessing approximately evaluation. However on the level of background tasks it permanently must analyze statistic on base compounded current situations which are form dynamically at work of many users.

The logical neural network as a base of associative thinking model

Logical neural network [1, 2, 3] reflects and realize processes in  brain. They remember connects “if – then”, which lies in a base of deductive logical conclusion.

The logical neural network building and teaching are based on realization some set of logical functions, determined conditions for produce researches from set of each. If logical function significance is TRUE, then a research will be chosen, which corresponds to this function. Therefore the system of such logical functions will be full and uncontraditionary. This system of logical function, which are operated with Boolean variables, may be realized as an electron scheme or a program.

However, it is necessary to take into account indeterminate, inaccurate and approximate of initial information, which lie in base of control. It is necessary to accomplish transition from Boolean to real, in case to operate with reliability (probability) of events.

So in nature conjunctors and disjunctors from electron scheme are change by standard neuron, which realize (on a logical level) simple threshold transmission function. It transform enter signals, coming from outside, with calculation of connect weight, into exit signal of excitement, if this signal overcome the threshold.

Neural network has an input level of receptors, which reflect situation with uncertainty calculating. Neurons of output level are connected with researches. Namely, maximally excited neuron on the output level recommends to accept the correct decision.
At special application logical neural network is taught on stage of its forming. This neural network is built “under task”. If it is offered to use some standard net structure, then connection weights are selected by tracing methods to remember relations, which describe research system. This tracing meet the teaching process.

For example, let us examine exhaustive set of events, which are corresponding to set of Boolean variable X = {x1, x2, x3}. Then xi = 1, if event took place, and xi = 0 if not. Assume that the research system on base set of possible situations is described by logical expressions:

x1(x2 ( R1
x1(x3 ( R2
x2(x3 ( R3.

Here R1, R2, R3 – Boolean variables, value “1” of which indicate decision that will be taken. Then “electronic” scheme for realization of these expressions is shown on picture 1.


                                               Picture 1

On base of this scheme let as build logical neural network with identical structure (picture 2). For this transformation we will choose threshold transmission function, which is realized by each  (without receptors) neuron (i) and changes operation of conjunction. This function may looks like:
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                                                 Picture 2.

We suppose that h = 0,3. if the value of situation reliability is: x1 = 0,6, x2 = 0,3, x3 = 0,1. Then we can find: R1 = 0,45, R2 = 0,35, R3 = 0. According to maximal neurons excitement on exit layer Decision 1 has to be taken.

Given example demonstrate associative thinking on base of principle “what it is look like ” . It gives us as a result one level logical neural network. Those nets, like automatic interpolation tables, are adequate majority of decision systems.

General dignity of logical neural network, as computing means, is the following. Consecutive process of situation examination by operation type “if-then-else” is chained by more capacity operation to find rating, by calculating values of transmission function for all neurons, which take part, except receptors. This calculating may be paralleled easy, like parallel going signals in parallel scheme. It is a characteristic of  brain.

User identification by means of a logical neural network

Let Y = {y1, …, ym}- set of user “portrait” parameters. These parameters are described by values of different types and structures: Boolean, integer, real, array etc.

Let us go to use of the notion “event” in a following way.

 Boolean values define expressions of event come or not come.

Variables of type real are demanding to break all diapason dimensions of them to sets of lengths. So that any variable value belongs to some length, is event.

If type of variable is integer, then each possible value (name) of this variable is event. However if diapason of change variable is very long, it may be broken as it was done previously. Circumstance that any variable value belongs to some length (subset), is event.

If type of variable is array (for example, many users who are admitted to work), then it equals to an element from this array is event.

The correctness of decision-making system demands from this transformation an exhaustive set of events only. (Sum of probabilities those events must be equal 1.)

For example, diapasons of different fine for high speed may be: {“from 60 to 80 [km per hour]), (from 80 to 120 [km per hour]), (more than 120 [km per hour])}.

So that the factor space of events for set of parameters Y = {y1, …, ym}, which are defined user “portrait” is formed. Points of this space determine to situation.
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Fig. 3.

Now the time has come to do testing for all of users P = {P1, …, Pp}, and inform them personality about supplementary control deals. First of all, to each user is received a “quite right” standard situation that defines to his “handwritten”, secret signals and access limitation.

Secondly, we make one level logical neural network for examine sublimation (fig. 3) is composite as follows.

It will look like the following. Neurons-receptors, which correspond each possible event with parameter y1 are being created. The neurons-receptors, which correspond each possible events with parameter y2 are added, etc. In that way we have created the receptors level of neural network.

It is necessary to investigate influence of each factor on process decisions takes for single (output) level of the net creation. The main part of decisions we carry out from the logical neural network frame and entrust to a supplementary analyze.

For example, what should we do, if after the verification we found, that at the terminal mr. Petrov is working, not mr. Ivanov?

Apparently, it is advisable to limit neural network by the decision: on whose “handwrite” this “handwrite” is look like, which is being realized at this time on the concrete terminal?
Then the number of neurons in an output level is equal to number of users, and each of users is connected to one neuron.

With each users neuron must be connected those receptors, which take part in an etalon situation and characterize the correct work of this user.

Let consider now, that server or special computer periodically, with the use of statistic information examinants each user terminal. And also, it known who must work at that concret terminal.

On base statistic data the input information on receptor level is formed. Its mean is  the reliability (probability) of each provided event.

For example let consider, that neuron-receptors y11, …, y1S are fastened to time diapasons between use of the key delete. Namely, y11 is fastened to diapason 0 – 5 [min.], y12 is fastened to diapason 5 – 10 [min.], y13 - to diapason 10 – 15 [min.], etc. Let us suppose that on base of current analyze of frequency address to this key the probability of real get use in corresponding diapasons is found: Р11 = 0,2, Р12 = 0,7, Р13 = 0,1. Then excite value fy11 for neuron y11 equal P11 = 0,2, analogously fy12 = P12 = 0,7, fy13 = P13 = 0,1.

After that with the help of given transmission function and according to connects excite values for all neurons in the output level will be calculated. If the neuron, which is connected with the concrete right working user, is the most exited, then server passes on the next one terminal examination. If the neuron, which is connected with another user is the most exited or the excite value of all neurons from the output level does not overcome the threshold, then the alarm signal will be made.
Conclusion 
To sum up, the logical neural networks realize decision-making systems on base of the associative thinking model. It guarantees high speed, stabling, defend from hindrance, openness for a new modifications. The logical neural network application is more perspective for construction system of information and network security. 
Last but not least, it is important to note that the logical neural network realize method of the parallel calculating of complex logical constructions.
Finally, in this report only ways to problem research are declared . Important experimental works are required for discover effective parameters of user “portrait”.
I hope you have found my project interesting.
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